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Table 1 Comparative results

Time
interval,

days
2 to 16

2 to 32

2 to 182

2 to 367

Measured
Q

9.0209

9.1496

9.8488

9.9967

Initial set
of Am
0.5340
1.0486
1.5449
2.0239
0.5340
1.0486
1.5449
2.0239
0.5340
1.0486
1.5449
2.0239
0.5340
1.0486
1.5449
2.0239

Local
minimum

Q
6.4260

8.1946

9.6071

9.8012

Optimal set
of Am
0.7402
1.4924
1.8387
2.1739
0.5590
1 . 1236
1.8949
2.0552
0.6340
1 . 1486
1.2449
1.6177
0.0840
0.6486
1.1195
1 . 7239

Since the optimal, but unattainable, Q would be zero (the
case of rigid symmetry), a subsequent analysis of the be-
havior of Q as a function of "launch" parameters and time
interval was performed. Using a numerical minimization
technique, a local minimum Q was determined by finding the
optimal Ani for a given T% — TI (see Table 1). It was found
that, as the time interval was decreased, the local minimum
Q diminished, and a distinct set of optimal An,- was generated
for each T2 — TI. When T2 — TI was increased to one year,
the improvement in Q by minimization was neglible. Hence,
any choice of "launch" parameters that insure significant
differences in mean angular rate will provide acceptable
dispersion over long periods of time.
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Nomenclature

M =
Re =
s =
t =
ft =
X =
£ =
x =

freestream Mach number
Reynolds number
'hw/Hm
Um*/2Hm
shock inclination

(y+ l)Re/ytM2

M*/(Re)112

IN the rarefied flow over a sharp edged plate there arises a
so-called " viscous layer" regime, in which the strong pres-

sure interaction theories are no longer applicable, but the
degree of rarefaction is not yet such that slip and temperature
jump need be taken into account. For a cold wall, the regime
in question occurs for values of the viscous interaction param-
eter x of the order of the square of tne freestream Mach
number. Neglecting the free molecule and slip regions in
the immediate vicinity of the leading edge, the viscous layer
is bounded by a (thin) shock wave, originating at the leading
edge, behind which the entire flow field is viscous.
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Such a model has been treated by Oguchi,1 using the
boundary layer equations, with the assumption that the
curvature of the shock wave is zero at the leading edge. Hav-
ing shown that shear stress and heat conduction are pre-
dominant at the leading edge, he simply equates these terms
to zero. The basic (vanishing Reynolds number) solution so
obtained is modified later to include terms of the next order,
but with the downstream coordinate treated as a parameter
rather than as an independent variable.

It is shown here that Oguchi's solution may be regarded
as the zeroth term of a series solution of the full boundary
layer equations in powers of the variable £ = [2(7 + !)#«>/
yUm

2](Re/M2) of which the first three terms are derived.
The shock angle at the leading edge is found to be ft =
[(y _j_ i)(7 _ 1)/127]1/2 for a cold wall. The validity of the
boundary layer approximation in a region with this apex
angle is open to question (e.g., Hayes and Probstein2). It is
apparent, however, that a solution cannot be obtained easily
to more general equations, and the fact that the pressure at
the leading edge is found to be in good agreement with ex-
periment provides some justification for the following pro-
cedure.

If the boundary layer equations for unit Prandtl number are
transformed with

u.* rv
Jo

/**» / II \

= K £> " e
H - ha

(1)

(2)

then the momentum and energy equations are

/ ay\ , , d2/
(Pti w) +fw =

2x dp
rtJJdx (3)

Neglectkig the quantity (Um — ua) ~ I
ary conditions are

rj = 0 / = d//c)77 = 0 = 0
77 = 11. d//c>77 = 0 = 1

Continuity requires that

But from Eq, (1)

), thetound-

/2x\^ fns.l
=(u~J Jo p

(6)

(7)

and for an ideal gas

1/P « [(7 - l)ff»/7p][(l - «)0 + s - ^(dj/dr;)2] (8)
Substituting Eqs. (7) and (8), the continuity condition (6)
becomes

[(1 - 8)9 + « - M £- • X

dri = p(x)f(x,rja) (9)

The outer boundary conditions, which are satisfied at the
shock rather than at infinity, suggest transformation to the
variable r]/r]s(x). Further, since the shear stress is known,
to become predominant for vanishing Reynolds number, one
may expect the leading term in an expansion of u(xyrf) to be

t Subscript s refers to conditions just behind the shock wave.
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given by (d/d?/)(jLtd^/d?/) = 0 or u
Hence, with

/* = CT ^W/TW (10)
one obtains simply u/ Um = rj/rj,(x). If, therefore, the trans-
formations

1/ri,(x) = Y (ID
are introduced, and Eqs. (8) and (10) substituted, the
momentum, energy, and continuity equations become

2x —

[a- 8)0 + S

1_ d_

Yjs
2 dx

50

7 -

t>F\*-\xdp , .
- T (12)

:Tv- >~^ ) I -N" 7̂ ) (1")

and

7 -

dY = p(x)

respectively. The boundary conditions are

y = 0 ' F = dF/57 = 0 = 0
7 = 1 5F/57 = 0 = 1

Finally, in the hypersonic approximation (M/3)2 y> 1,
the pressure is given by

p(x) = [2y/(y + l)]p«,M*[(d/dx)(t&/Pa>Um)Y
(16)

•= [217,7(7 + l)Pm]{(d/dx)[{2xy^s(x) Ffel)]}2

The boundary conditions require that the leading terms
in the expansions of F(x,Y), 0(x,7) be independent of x.
Hence from Eq. (16), r]s(x) ~ (x)1/2 as x-+- 0 if the pressure
is to be finite at the leading edge. On the other hand, if the
pressure gradient is to vanish as x — > 0, 7?s(x)/(x)1/2 and
F(x,Y) must be expressible as series in powers of xs with
s > 1. But such a solution can be shown to be inconsistent
with Eqs. (12) and (13). One may conclude, therefore, that
the leading edge cannot be an inflexion point of the shock
shape, and that there remains a finite pressure gradient at
the leading edge.

The appropriate series are

q8(x) = axl!2(l + bix + 62

F(x,T) = F0(7) + Fi(Y)x -}
0(x,7) = 00(7) + Oi(7)x 4

and the boundary conditions are

Fr(0) = 0r(0) = F/(0) = 0
/V(l) = 0o(l) = 1
F/(l) = 0r(l) = 0

(17)

(18)
(19)

(r = 0, 1, 2, . . . )
(20)

(r = 1, 2, 3, . . . )

If Eqs. (12) and (13) are multiplied by r?s
2p and ?y*2, respec-

tively, and the forementioned series substituted, it is noted
that Fr(Y), Or(7) appear as coefficients of xr only in the shear
stress and heat conduction terms. The required functions
therefore are derived by integration, rather than as solutions
of sets of differential equations, and the boundary conditions
are sufficient for their complete determination. The result is

FQ = 72/2 00 = 7 (21)

120AF! = 572 - 27* . 12X0! = 7 - 74 (22)
7200A2F2 = (60X6i + 7)(275 - 572) + b(y8 - 472) +

2-^-i (20X6! + D ̂  [5(1 - s)(74 - 272) +
T f

10s(278 - 372) - £(27* _ 572)]

+ 7)(74 - 7) + 4(77 - 7) (23)720X202 =
etc., where from Eq. (10)

X = 2TW(7 + 1)(T - 1)(1 ~ f)PJJn ~x/£ (24)

It is of interest to note that 00 + OiX = FQ
f + F\x\ the

pressure gradient, although nonzero at the leading edge,
makes no contribution to Eq. (12) up to 0(£). It remains to
determine the constants a, 61, 62, etc., in the expansion for
f]s(x). If Eqs. (16-23) are substituted into Eq. (14), one
obtains

- 20/67* (25)a2 = (T

and 61, 62 are given by

pL(s,t) = 4X(3 + 3s - 20 [61
= -(9s + 20/180 (26)

- 202{6[62 Fi(0)

(14)

(15) ^ =

= X2(3

= (1/388,800){(312 -
1944s + 1701s2) - [6(7 - l)(9s + 2t)/yt]X

(15 + 30s + 15s2 - 3* - 4£2 - 5sO! (27)

Here pi(s,0, Pz(s,t) are coefficients appearing in the series
for the pressure

The velocity in the viscous layer is

±-**-- Y + l (7_y^ +T7 ~~ -\T7 ~ * * lO^ 1 •*• /S "T

1
120(3 + 3s - 20

(28)

X

[} (8 + 5s - 60(74 - y) + 1 (3 + 3s - 2*)(7* - 7) -
I 4 D

7 - 1 (9s + 2Q
T 3*

[2(1 - s)(73 - 7) + 6s(72 - 7) -

*(74 - 7)]i £2 + higher orders (29)

The velocity u = UmY in the limit ^-^0 corresponds pre-
cisely to the solution given by Oguchi, i.e.,

u/Um = [(1 - «)/2] + [(1 + s)/2] sin [(a + 7r/2)7 - a]

a = sin-1 [(1 -*)/(! + *)]
on the basis of which he calculated the pressure at the leading
edge. The difference arises only because Oguchi assumed
fj, ~ (77)172. It should be noted that neither the unit Prandtl
number nor the linear viscosity-temperature dependence
constitutes assumptions essential to the solution given here.
They are used only because the derivation is simplified greatly
without compromise of the essentials.

In Oguchi's solution b2F/d72-> 0 as 7-> 1, which is not
the case here. This does not, however, imply zero shear stress
at the shock, as Oguchi claims. In fact, the shear stress
cannot be zero there, since the solution is obtained by stating
that it is constant through the viscous layer. The mis-
understanding appears to arise because pju —> °° if one uses
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the hypersonic approximation 2H « u* at the edge of the
viscous layer in conjunction with ju ~ Ts with s < 1. If the
shock wave is treated as a discontinuity, the proper boundary
conditions require that the shear stress at the shock wave
correspond to the vorticity due to shock curvature. This
condition cannot, in general, be imposed on a solution based
on the boundary layer equations and is not met here in the
region closest to the leading edge (£—*•()) where, moreover, the
no-slip condition is invalid also. It may be noted that
(/z du/dyYs ~ p(x) (d2F/~dY2)s/(x)lf2rjs(x) decreases rapidly
with increasing £ and falls to zero for £ « 4 where, however,
the convergence of the series for (52F/bF2), is rather poor.
An alternative treatment of the leading edge problem is
given by Street,3 who proposes to satisfy boundary condi-
tions at infinity rather than at the shock wave, which appears
to imply that his flow model is not one in which the viscous
layer and the shock layer coincide.

Slip and temperature jump are negligible if £ ̂ > (7 + l)s/
7. For a cold wall in the hypersonic limit (s-*- 0; t = 1),
convergence of the series for pressure and velocity requires
that £ < 10 approximately. The solution given here is
therefore valid in hw/Hm « Re/M* < 1077(7 + 1) or for
X

v = vertical velocity
X = measurement vector
y = altitude
y = state vector {y,v,u}
Y = uncertainty in state vector
z = control vector {b,0}
Z = uncertainty in control vector
7 = fractional mass flow per second
d = perturbation
A = increment
2t = matrix of adjoint variables
A = transition matrix for 1
a = standard deviation

<j> = payoff quantity
0 = thrust angle, measured from horizontal

Subscripts
d = final descent phase
0 = initial (ignition) time
1 = final (end of main phase) time

Superscripts
= time derivative

' = matrix transpose
— 1 = matrix inversion
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Optimization of Stochastic Trajectories
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Nomenclature

altaz = weighting factors in payoff function

6
f ( )
F

g
G

H

K
m
p
Q
R
t
u

= thrust per unit initial mass
= vector function of ( )
= matrix of partial derivatives of f with respect to ytfij =

= gravitational acceleration
= matrix of partial derivatives of f with respect to z,Gu =

= measurement inference matrix; converts state vector
to expected measurement vector

= gain matrix for estimator
— mass
= covariance matrix of uncertainty in state vector
= covariance matrix of uncertainty in control vector
= covariance matrix of uncertainty in measurement vector
= time
= horizontal velocity
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Introduction

IN recent years, much study has gone into the problems of
trajectory optimization1"3 and the problem of optimal

control around a reference trajectory.4 The control analyses
are linearized; hence their application to extremal trajectories
gives indeterminate results. This has led to the formulation
of second-order optimal control theory.5 These analyses are
based on deterministic situations; that is, the state of the
system is known, and control changes can be applied exactly.
Real problems, however, are not deterministic. The state
only can be inferred from a possibly incomplete set of noisy
measurements, and the control variables themselves are
subject to random variation. This fact has led to the
formulation of optimum linear filters. 6§

Unfortunately, this acceptance of the true, stochastic
nature of the problem always has come after the reference
trajectory has been chosen. For some operational criteria
this is correct, but if the criterion for choice is the optimality
of the trajectory, and if the performance is affected by the
statistics of the situation, the effect of the statistics should
be incorporated into the optimization procedure. The
problem cannot be discussed in generality but must be illus-
trated through a specific example.

As an example, the authors have examined the problem of
achieving a soft landing on the moon, which was considered
deterministically in Ref. 7. Such a trajectory very likely will
consist of two phases: first a main phase during which
most of the energy of the vehicle is dissipated, followed by a
terminal phase in which the vehicle descends slowly to touch-
down. This second phase is less efficient at energy dissipa-
tion than the main phase; hence it should begin at as low an
energy level as is feasible. However, the transition point
must be tied to the uncertainty in the altitude and velocity
of the vehicle. Thus it is apparent that a main-phase tra-
jectory that reduces uncertainties can reduce terminal phase
propellant consumption and, in fact, can reduce the total ex-
pected propellant consumption if the main phase consump-
tion is not affected seriously. A more detailed presentation
of this work is given in Ref. 8.

Equations of Motion and the Filter

The vehicle is assumed to be a constant thrust rocket mov-
ing in a uniform, parallel gravity field, with no other external

§ In Ref. 6, Kalman has shown that the optimal linear control
and the optimal linear filter are duals.


